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Sentiment research is essential for comprehending consumer input and raising the calibre of goods and services. This 
study looks at the dataset of Amazon product evaluations and how sentiment analysis using ML approaches was done. 
Several ML methods, such as Gradient Boosting (GB), Logistic Regression (LR), Naïve Bayes (NB), and Recursive Neural 
Network for Multiple Sentences (RNNMS), are used in this research to analyse the sentiment of Amazon product reviews. 
The approach begins with preprocessing the dataset by removing punctuation, filtering stop words, and tokenising the text, 
followed by feature extraction using techniques like Bag of Words (BoW). The models are evaluated using the F1-score, 
recall, accuracy, and precision once the data is separated into training and testing sets. Among a models tested, Gradient 
Boosting outperforms the others with a consistent 82% in all metrics, demonstrating its strong classification ability. The 
outcomes show that while GB provides a highest performance, future work could explore advanced models and techniques 
to further enhance sentiment classification accuracy across diverse product categories.

Keywords: Sentiment Analysis, Big Data, Business, Machine Learning, Amazon Product Review Dataset, BOW.

Abstract

IntroductIon
Consumers rely heavily on online evaluations when making 
purchases in today’s fast-paced digital age, due to the 
proliferation of e-commerce platforms. Businesses may learn 
a lot about what consumers want and how to improve their 
goods and services from these evaluations, which in turn 
affect the purchasing decisions of prospective consumers[1]. 
Among e-commerce platforms, Amazon stands as a global 
leader, hosting millions of product reviews that capture 
diverse customer sentiments. Extracting meaningful insights 
from this vast pool of unstructured data, however, poses a 
significant challenge[2].

An essential part of NLP is sentiment analysis, which is used 
to make sense of the views expressed in text [3]. It leverages 
machine learning algorithms, lexicon-based techniques, and 
hybrid models to classify customer sentiments as positive, 
negative, or neutral[4]. By analysing these sentiments, 
businesses gain deeper insights into customer satisfaction, 
product quality, and market trends, enabling data-driven 
decision-making and enhanced customer experience.

An integration of big data analytics with sentiment analysis 
has further revolutionised the field, enabling businesses 

to process and analyse vast datasets with high velocity 
and variety[5]. The explosive growth of data generated 
through reviews, social media interactions, and other 
digital platforms underscores the need for robust analytical 
frameworks. Big data technologies not only handle the scale 
of this information but also facilitate deeper insights into 
customer behaviour and emerging trends. By coupling big 
data with sentiment analysis, organizations can uncover 
patterns, identify pain points, and predict customer needs 
with unprecedented precision[6].

Advancements in AI and ML have made this even more 
practical with predictive analytics, which use past data to 
make predictions [7]. In the context of sentiment analysis, AI 
and ML algorithms enable automated learning from complex 
datasets, identifying subtle patterns and relationships 
that are often imperceptible to traditional methods[8]. By 
leveraging predictive models, businesses can anticipate 
customer preferences, forecast product demand, and enhance 
decision-making processes[9]and identifies the best part 
sequence available in the part-mix. A mathematical model 
has been formulated to minimize the broad objectives of set-
up cost and time simultaneously. The proposed approach has 
more realistic attributes as fixture related intricacies are also 
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taken into account for model formulation. It has been solved 
by a new variant of particle swarm optimization (PSOThis 
synergy between sentiment analysis, big data, and predictive 
analytics not only empowers e-commerce businesses to stay 
competitive but also fosters a customer-centric approach to 
innovation.

Significance and Contribution 

This paper offers a thorough method for analysing Amazon 
product evaluations for sentiment, with a focus on using 
machine learning methods to make sentiment categorisation 
more accurate. The work is significant as it explores 
anemploy of widely-used NLP methods and advanced ML 
algorithms, ensuring the results have practical implications 
for e-commerce platforms and customer experience 
management. Here are some important points from this 
study:

Collect Amazon product review dataset for sentiment • 
analysis.

Developed a preprocessing for including tokenisation, • 
stop word removal, and punctuation filtering. 

Utilized BoW for feature extraction to convert textual • 
data into numerical form.

Implemented and compared multiple ML models, • 
including GB, LR, NB, and RNNMS for sentiment 
classification.

Assess the efficacy of the model by calculating its recall, • 
accuracy, F1-score, and precision.

Structure of the Paper

The study is structured as follows: Section II presents 
relevant work on sentiment analysis. Section III details the 
procedures and materials used. section IV presents the 
experimental findings of a proposed system. The inquiry and 
its outcomes are summarised in Section V.

LIterature revIew 

This section discusses the surveys and reviews articles on 
Sentiment Analysis of Amazon Product Reviews in Business 
Insights.

In this paper, Singla, Randhawa and Jain et.al. (2018) The 
goal of the computer research known as “sentiment analysis” 
is to glean subjective information from written texts. Using 
Sentiment Analysis, the proposed work sorts over 4,000 
reviews into positive and negative attitudes. DT, NB, and 
SVM are the categorisation models that have been used for 
reviews. They use 10-fold cross-validation to evaluate the 
models[10]digital reviews play a pivotal role in enhancing 
global communications among consumers and influencing 
consumer buying patterns. E-commerce giants like Amazon, 
Flipkart, etc. provide a platform to consumers to share their 

experience and provide real insights about the performance 
of the product to future buyers. In order to extract valuable 
insights from a large set of reviews, classification of reviews 
into positive and negative sentiment is required. Sentiment 
Analysis is a computational study to extract subjective 
information from the text. In the proposed work, over 
4,000,00 reviews have been classified into positive and 
negative sentiments using Sentiment Analysis. Out of the 
various classification models, Naïve Bayes, Support Vector 
Machine (SVM.

In This study, Rain (2013) aims to use and expand upon 
existing research in sentiment analysis and NLP by applying 
it to Amazon data. Classifying reviews as favourable or 
negative is done using decision list classifiers and NB. 
Supervised ML makes use of user-rated product ratings as 
training data [11].

In this study, Bali et.al. (2016) the proposal for consumer 
sentiment analysis involves mining user attitudes to generate 
product popularity, which in turn will lead to “personalised” 
outcomes; these personalised results are essential in today’s 
client-centric environment. Thus, this is useful for firms who 
are looking to broaden their user base and develop more 
effective retail techniques to sell their goods [12]. 

In this study, Haque, Saber and Shah et.al. (2018) It is 
easy to grasp since it has employed simpler algorithms. 
Unfortunately, the system’s great accuracy on svm prevents 
it from performing well on massive datasets. They 
accomplished this using DT, LR, and SVMs. The tfidf is used 
in this context as an auxiliary experiment. Utilising a word 
bag, it is able to derive ratings. However, we are just using a 
small number of classifiers here. A linear regression model 
was used, consisting of RMSE. In an effort to streamline our 
processes, we drew inspiration from the aforementioned 
connected works and implemented their finest concepts 
harmoniously[13]. 

In this study, Wladislav et.al. (2018) we present Sentilyzer, an 
advanced system that analyses Amazon product evaluations 
for sentiment and aspects using dynamically generated 
dictionaries. It achieves advanced aspect-oriented sentiment 
analysis[14].

In this study, Singla Randhawa and Jain et.al. (2017) analyse 
data from a big collection of mobile phone evaluations that 
people have posted online. They have incorporated not just 
positive and negative attitudes but also anger, anticipation, 
contempt, fear, pleasure, grief, surprise, and trust in our 
classification system. By categorising reviews in this way, we 
can better assess the product as a whole, which in turn helps 
customers make more informed purchases[15].

Table I provides the comparative analysis of Sentiment 
Analysis of Amazon Product Reviews in Business Insights 
based on the datasets, findings, limitations, and future 
work.
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Table I. Summary of Background Study on Machine Learning Techniques for Sentiment Analysis of Amazon Product Reviews

Study Methods Key Findings Dataset Limitations & Future Work

Singla, 
Randhawa 
and Jain et.al.

NB, SVM, DT; 10-Fold 
Cross Validation

Classification of over 400,000 
reviews into positive and 
negative sentiments.

400,000 
Amazon 
reviews

Limited classification methods; 
future work could include advanced 
deep learning models for improved 
accuracy.

Rain et.al. Naive Bayes, Decision 
List Classifiers; 
Supervised Machine 
Learning

Utilised the star ratings of 
products to tag reviews as 
positive or negative with 
supervised learning.

Data 
retrieved 
from 
Amazon

Relies on user star ratings, which may 
not always accurately reflect review 
sentiment; potential for incorporating 
context-sensitive models in future.

Bali et.al. Sentiment Analysis, 
Popularity Mining

Proposed consumer sentiment 
mining to generate popularity 
insights for personalised 
recommendations and retail 
strategies.

User 
sentiment 
data

Focused on consumer-centric 
strategies without detailed model 
performance metrics; future work 
could apply state-of-the-art sentiment 
models for better insights.

Haque, Saber 
and Shah 
et.al.

SVM, Logistic 
Regression, Decision 
Trees; TF-IDF, Bag of 
Words (BoW)

Achieved high accuracy with 
SVM but struggled with large 
datasets.

Amazon 
reviews 
(unspecified 
size)

Limited scalability and classifiers; 
future work could improve 
computational efficiency and 
explore ensemble models for better 
performance on large datasets.

Wladislav 
et.al.

Sentilyzer System, 
Aspect-Oriented 
Sentiment Analysis

Performed advanced aspect-
oriented sentiment analysis 
using category-specific 
sentiment and aspect 
dictionaries from reviews.

Amazon 
Product 
Reviews

Focuses only on aspect-oriented 
sentiment; future directions may 
include integrating broader sentiment 
paradigms.

Singla, 
Randhawa 
and Jain et.al.

Multi-class Sentiment 
Classification; 
Extended Sentiments 
(e.g., anger, joy, trust)

Classifies reviews into 
detailed sentiments for better 
evaluation and decision-
making processes for 
consumers.

Online 
reviews 
for mobile 
phones

Requires extensive labelled data for 
multi-class sentiment tasks; future 
work could incorporate unsupervised 
learning for reduced dependency on 
labelled datasets.

MethodoLogy

There are a number of steps to the process of utilising 
AI and ML algorithms to determine the tone of Amazon 
customer reviews. First, the Amazon product review dataset 
is preprocessed to enhance data quality, including removing 
punctuation, filtering out stop words, tokenising text. Next, 
features are extracted employing techniques such as BoW. 
The dataset is then split into an 80-20 ratio for training 
and testing, respectively which transform textual data into 
numerical representations suitable for analysis. These 
features are then input into a classification algorithm, which 
categorises the reviews into Positive, Negative, or Neutral 
sentiments. Then implement ML models like GB, RNNMS, LR, 
and NB. Lastly, to guarantee the efficacy and dependability 
of the sentiment classification process, a performance is 
assessed employing conventional measures like recall, 
accuracy, precision, and F1-score. A flowchart of Amazon 
product reviews is in Figure 1. Fig. 1. Flowchart for Amazon product review
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The following steps of the flowchart are briefly explained in 
below:

Data Collection

Customer reviews for Amazon product reviews are available 
dataset. It contains information that was scraped from the 
Amazon site, such as the product name, reviewer name, 
review content, rating, and timestamps with 6823 samples. 
The Amazon product review dataset visualisation graphics 
are provided below:

Fig. 2. Distribution of customer rating in the input data

The pie chart in Figure 2 illustrates the distribution of 
customer ratings, revealing that 5.0 out of 5 stars is the most 
common rating, accounting for 60.0% of all ratings, followed 
by 4.0 stars at 18.8%. Ratings of 3.0 stars represent 11.8% 
of the total, while 2.0 and 1.0 stars are the least frequent, 
comprising 5.9% and 3.5%, respectively. This distribution 
highlights a tendency for customers to provide higher 
ratings (4 or 5 stars) more frequently than lower ratings (1 
or 2 stars).

Fig. 3. Frequency of sentiment in the input data

The sentiment analysis of the input data reveals a strong 
positive bias. A majority of the data points express positive 
sentiments, as evidenced by the significantly taller bar 
representing positive sentiment in the figure 3. The data 
shows a predominance of positive sentiment, with negative 
sentiment being less frequent and neutral sentiment the 
least common, suggesting an overall positive sentiment.

Fig. 4. Heatmap for Amazon product review 

This heatmap in Figure 4 visualises the correlations between 
various features in Amazon product reviews. Sentiment has 
a moderate positive correlation (0.31) with overall rating, 
indicating a connection between sentiment analysis scores 
and user ratings. Review length (review Len) and sentiment 
show a weak negative correlation (-0.15), suggesting longer 
reviews might slightly dampen sentiment scores. Word count 
and review length are perfectly correlated (1), as expected 
due to their direct relationship. Overall, the chart highlights 
weak or negligible relationships among most features except 
for word count and review length.

Data Preprocessing

Data preparation involves eliminating columns with 
unneeded values, such as those with missing, false, or 
null values [16]. This step is performed to eliminate these 
superfluous and missing columns since our dataset might 
be noisy at times. The following pre-processing steps are as 
follows:

Removing punctuation: Removing the punctuation in the 
review text column for simplicity.

Removing stop words: “Stop words” are frequent terms 
that readers may assume don’t convey anything about the 
review’s tone. So, “I” and “is” are two examples.

Tokenization: Tokenization is the act of converting a string 
of text into a collection of discrete tokens [17]. The building 
blocks of text segments are called tokens. They could take the 
form of individual words, whole sentences, or part phrases.

Bag of Words (BoW) for Extract Features

The bag-of-word method is used in NLP and information 
retrieval to represent reduced text or data in order to extract 
characteristics [18] . This approach depicts a document 
or text as a bag, or multiple set, of words. Consequently, 
sentiment analysis’s “bag of words” represents the process 
of compiling a set of relevant terms [13]. The feature sets 
were extracted using the bag of words method. 

Data Splitting

This stage involves dividing the dataset into two sections: 
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testing and training. Building the model is done using the 
training subset, and assessing the model’s performance 
is done with the testing subset. In this paper, splitting the 
dataset into 80% for training and 20% for testing.

Classification with Gradient Boost Classifier Model

The ML method known as Gradient Boosting is quite effective 
for classification and regression jobs. Building on the idea of 
boosting, it combines a number of weak models (usually [19] 
DT) to produce a powerful, accurate prediction model[20]
environmental and economical concerns draw considerable 
attention from both practitioners and researchers towards 
remanufacturing practices. The success of remanufacturing 
firms depends on how efficiently the recovery process is 
executed. Radio Frequency Identification (RFID. Everything 
from the loss function to the underlying learner models is 
up for grabs. Discovering the solution to the parameter 
estimates provided a certain base-learner h(x, θ) and/or 
a customised loss function φ (y,f) might really be difficult. 
This was addressed by suggesting that a new function h(x, 
θt) be selected as the one that is most parallel to the negative 
gradient along the observed data (1):

      (1)

The new function increment that has the highest correlation 
with −gt(x) may be selected rather than searching the 
function space for the general solution for a boost increment 
[7]. This makes it possible to substitute the traditional 
least-squares minimisation work with a potentially very 
challenging optimisation challenge (2):

    (2)

The design decisions of φ (y,f) and (x, θ) will have a significant 
impact on the precise by of a generated algorithm with all 
the relevant formulae.

Evaluation Measures

This study assesses sentiment analysis by calculating the 
positivity and negativity of reviews and then utilising 
classification measures such as Accuracy, Precision, Recall, 
and F-Measure [21][22]. A confusion matrix is utilized to 
assess model performance by comparing actual and predicted 
values, consisting of TP, FP, TN, and FN. The following matrix 
is explained below: 

Accuracy: Accuracy, the ratio of correctly anticipated 
observations to total observations, is the most basic and 
straightforward natural performance measure. The following 
eq (3):

         (3)

Precision: The precision of a test is proportional to the 
proportion of valid results relative to the total number of 
outcomes (including both true and false positives). As seen 
in Eq. (4), the typical formula used for this purpose is:

           (4)

Recall: The ratio is defined as TP divided by the total of 
TP and FN. Sensitivity is another name for it. Here is the 
following equation (5) for recall: 

            (5)

F1-score: Accuracy in both recall and precision are 
weighted. Retrieving relevant hot spots and accurately 
detecting the kind of malignancy are shown by the classifier. 
Its computation is described in Eq. (6).

      (6)

ROC Curve: This is a probability curve that represents several 
classes. It provides insight into the model’s performance in 
classifying inputs.

resuLt anaLysIs and dIscussIon
Evaluating the performance of a Machine learning model 
requires the calculation of the accuracy, precision, recall, 
and F-score. The evaluation metrics for the Gradient boost 
classifier model on the Amazon product review dataset result 
in Table 2. In the below table 4, the accuracy for the models 
like LR[23], Naïve Bayes[23], and RNNMS[24] is compared 
with gradient boost and achieves the highest accuracy. 

Table II. Gradient Boost model Performance for sentiment 
analysis on the Amazon product review dataset

Measures Gradient boost (GB)
Accuracy 82
Precision 82
Recall 82
F1-score 82

Fig. 5. Performance of Gradient Boost Mod

An above Table II and Figure 5 show the model performance 
sentiment analysis for Amazon product reviews. Gradient 
boost classifier model achieves excellent performance with 
accuracy, precision, recall and F1-score all are same 82%, 
indicating strong classification ability with minimal false 
positives and high detection of relevant instances. 
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Table III. Classification report for gradient boost classifier 
model

Class Precision Recall F1-score Support
0 0.83 0.82 0.83 891
1 0.81 0.81 0.81 811
Accuracy 0.82 1702
Macro Avg 0.82 0.82 0.82 1702
Weighted Avg 0.82 0.82 0.82 1702

The following Table III displays a Classification report for the 
Gradient boost classifier model. The report indicates that the 
model attains a precision83%, recall82%, and f1-score83% 
and Support891 for class0, while achieving a precision81%, 
recall81%, and f1-score83% and support811 for class1.

Fig. 6. Confusion matrix for Gradient boost classifier 

Figure 6 demonstrated its overall performance by correctly 
predicting 659 instances as True (True Positives) and 735 
instances as False (True Negatives), showcasing its ability to 
classify data accurately. Though it did correctly identify 152 
True occurrences and 156 False Positives, it also made 156 
False Negatives.

Fig. 7. ROC-AUC Curve of Gradient Boost Classifier

Figure 7 depicts a ROC curve that measures how well a 
binary classification model performs. The TPR is plotted 
against the FPR to visualise the trade-off between sensitivity 
and specificity. The ROC curve (blue line) shows strong 
predictive performance with an AUC of 0.90, indicating a high 
ability to distinguish between positive and negative classes. 
The dashed black line represents the “No Skill” baseline with 
random guessing (AUC = 0.5).

Table IV. Comparison between ML models on the Amazon 
product review dataset 

Models Accuracy Precision Recall F1-score
GB 82 82 82 82
LR 80.86 81.16 1.06 81.06
NB 79.66 79.66 9.66 79.66
RNNMS 75 75 75 74

Th Table IV illustrate the performance of ML models across 
performance parameters. Gradient Boost has the best 
accuracy, along with very good precision, recall, and F1-score 
values (82%), when compared to all other models. Nearly as 
good as logistic regression is its accuracy (80.86%), which 
is accompanied by similarly excellent precision (81.16%), 
recall (81.06%), and F1-score (81.06%). Accuracy, precision, 
recall, and F1 scores for Naïve Bayes are around 79.66%, 
indicating somewhat worse performance. RNNMS, has 
the lowest overall performance, achieving75% accuracy 
and relatively lower precision, recall, and F1-scores (75%, 
75%, 74%), making it less effective compared to the other 
models for this task. Gradient Boost delivers the best overall 
performance for Amazon product reviews.

concLusIon and Future work
Research in the area known as sentiment analysis or opinion 
mining seeks to understand how people feel about certain 
topics. The classification of sentiment polarity is a crucial 
issue in sentiment analysis, which is addressed in this 
working paper. This research utilises data derived from 
online product reviews found on Amazon.com. Positive or 
negative feelings conveyed by Amazon product reviews 
written by actual customers. Within the realm of ML models, 
sentiment analysis was used in this work. Ultimately, when 
compared to other models like LR, NB, and RNNMS, the 
Gradient Boost classifier outperforms them all according to 
accuracy, precision, recall, and score, which amounts to 82%. 
Despite its strong performance, the model’s effectiveness 
could be limited by the quality and preprocessing of the 
dataset, particularly in handling noisy or ambiguous reviews. 
Future work could focus on improving model performance 
by incorporating advanced techniques like deep learning 
models or ensemble methods, experimenting with additional 
features for better feature extraction, and expanding the 
dataset to enhance generalization across different product 
categories and sentiments.
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